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a b s t r a c t

A major open question in natural language research is the role of communicative efficiency
in the origin and on-line processing of language structures. Here, we use word pairs like
chimp/chimpanzee, which differ in length but have nearly identical meanings, to investigate
the communicative properties of lexical systems and the communicative pressures on lan-
guage users. If language is designed to be information-theoretically optimal, then shorter
words should convey less information than their longer counterparts, when controlling
for meaning. Consistent with this prediction, a corpus analysis revealed that the short form
of our meaning-matched pairs occurs in more predictive contexts than the longer form.
Second, a behavioral study showed that language users choose the short form more often
in predictive contexts, suggesting that tendencies to be information-theoretically efficient
manifest in explicit behavioral choices. Our findings, which demonstrate the prominent
role of communicative efficiency in the structure of the lexicon, complement and extend
the results of Piantadosi, Tily, and Gibson (2011), who showed that word length is better
correlated with Shannon information content than with frequency. Crucially, we show that
this effect arises at least in part from active speaker choice.

! 2012 Elsevier B.V. All rights reserved.

1. Introduction

Zipf famously showed that word length and frequency
are inversely correlated: shorter words tend to be more
frequent. The reason for this relationship, according to Zipf,
is to maximize efficiency by using short words—which take
less effort to produce—more often than long ones (Zipf,
1935, 1949). Zipf’s ideas about language and efficiency in
some ways anticipated information theory (Shannon,
1948), which provides a mathematical framework for for-
mally characterizing the efficiency of communicative sys-
tems. However, the application of such ideas to natural
language waned in the second half of the twentieth cen-
tury, perhaps in response to the rise of generative linguis-
tics, which has typically eschewed efficiency-based models
of language. Chomsky, for example, has repeatedly argued

against communication-theoretic models of language (e.g.,
Chomsky, 1975).

Recently, however, there has been renewed interest in
studying language as a communication system. Piantadosi
et al. (2011) used insights from information theory to build
upon Zipf’s claim about word length. As applied to lan-
guage, the information conveyed by a word can be quanti-
fied by its surprisal, a measure of how unpredictable a word
is given its context: !logP(W = w|C = c) (Hale, 2001; Levy,
2008). This notion captures the intuition that words that
are completely predictable from context (P(W = w|C = c) = 1
convey no (log (1) = 0) bits of information. For instance, in
the phrase ‘‘to be or not to be’’, the final be is almost en-
tirely predictable from the preceding context so would
have surprisal approaching 0. Conversely, words that are
highly unpredictable from context will have surprisal val-
ues that tend towards infinity as the probability of the
word given its context approaches 0. The final word in
‘‘to be or not to kumquat’’ would have a surprisal that,
while not infinite, would be high indeed.
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In any communication system with variable-length
communicative units (codes), it is most efficient to assign
shorter codes to those elements that convey less informa-
tion. In language, it is natural to take words as the code
units, and study whether shorter words forms are indeed as-
signed to less informative meanings. Piantadosi et al. (2011)
show that this prediction holds—that shorter words tend to
convey less information (as measured by an idealized statis-
tical model) than longer words. This result improves on
Zipf’s theory of frequency-driven word lengths by explicitly
considering a word’s typical predictability in linguistic con-
text. Like an efficient variable-length code, language is orga-
nized such that low-information words—not just more
frequent words—are shorter than high-information ones.

An important consequence of this organizational struc-
ture is that a lexicon in which word length is a function of
information content allows speakers to approach a uni-
form rate of information conveyance. This Uniform Infor-
mation Density (UID) allows speakers to maximize
information conveyed without exceeding the production/
perceptual channel capacity (Aylett & Turk, 2004; Frank
& Jaeger, 2008; Genzel & Charniak, 2002; Jaeger, 2006,
2010; Levy & Jaeger, 2007; van Son & Pols, 2003). Much
previous work on UID has shown that information density
can be manipulated by factors outside lexical content: syn-
tactic variation such as that omission (Jaeger, 2010; Levy &
Jaeger, 2007), phonetic reduction and lengthening (Aylett
& Turk, 2004; Bell et al., 2003), and contraction of phrases
like you are to you’re (Frank & Jaeger, 2008). A correlation
between information content and word length (Piantadosi
et al., 2011), however, suggests the possibility that even
content words—which are typically perceived as most fun-
damental to meaning and thus hardest for speakers to
manipulate—can be used to control information rate.

Piantadosi et al.’s corpus results alone, however, are not
sufficient to draw this conclusion. Because Piantadosi et al.
do not attempt to control for meaning and syntactic cate-
gory, the relationship between word length and information
could arise from broad differences among syntactic classes
of words. For instance, the effect could be driven by function
words being shorter and less informative than content
words, by a large-scale difference between nouns and verbs,
or by other unforeseen regularities in the corpora.

To evaluate whether the information/word length rela-
tionship holds for words of the same class, one would want
to measure average information content while varying
word length and holding meaning and syntactic category
constant. Short/long word pairs, like chimp/chimpanzee,
math/mathematics, and exam/examination, offer precisely
such a controlled comparison by providing near-synonyms
that vary in length.1 If the information/word length effect
holds for words of the same class, shorter words in these pairs

are predicted on average to convey less information. We test
this prediction in a corpus study and a behavioral experiment.

In addition to determining whether content words can
be used to manipulate information rate, there is another
important implication of studying the information content
of short/long word pairs. A systematic difference in ex-
pected surprisal between short and long forms would serve
as evidence that the information/word length relationship
constitutes part of a speaker’s abstract linguistic knowl-
edge and is not solely a product of long-term linguistic
evolution. In other words, the most plausible explanation
for a systematic difference in surprisal between nearly syn-
onymous noun pairs differing in length would be that
speakers are sensitive to the relationship between word
length and predictability and thus actively choose
word-forms that conform to that relationship during
on-line production. For example, they tend to choose exam
after predictive contexts and examination after non-
predictive contexts. The absence of such a difference,
however, would suggest that Piantadosi et al.’s effect does
not constitute part of an individual speaker’s knowledge of
language. One might instead conclude that the effect arises
from differences among classes of words or because of
long-term pressure for linguistic efficiency that does not
extend to the level of active speaker choice.

2. Materials

Word pairs of the form exam/examination for both the
corpus and behavioral study were selected by generating
a list of possible candidates using a combination of CELEX
(Baayen, Piepenbrock, & Gulikers, 1995), Wordnet
(Fellbaum, 1998), and Marchand (1966). Word pairs were
selected to ensure that the short and long form of each pair
could be used interchangeably.

Because the corpus does not distinguish between differ-
ent meanings of identically spelled words, pairs like ad/
advertisement were used only in the behavioral experiment
since ad is not just an abbreviation for advertisement but is
also used in Latin expressions like ad infinitum, ad nauseum,
etc. Moreover, multi-word forms, like United States, were
included in the behavioral experiment but not in the cor-
pus analysis due to limitations of the corpus. Thus, the cor-
pus materials are a subset of the behavioral materials.
Every effort was made to include any and all pairs that
meet the criteria above.

3. Corpus study: methods and results

In the corpus study, we first used the data from
Piantadosi et al. (2011) (an unsmoothed three-gram model
from the Google corpus) to obtain average surprisal esti-
mates for 22 short/long word pairs. Using the corpus,
surprisal for each word w was estimated by the equation:

! 1
N

XN

i¼1

log PðW ¼ wjC ¼ ciÞ

where ci is the context of the ith occurrence of w and N is
the total frequency of w. Because the three-gram model
was shown to be the most reliable by Piantadosi et al.,

1 Note that shortenings like these are distinct from the shortenings
associated with massive phonological reduction (Johnson, 2004). The
present shortenings represent distinct words and thus crucially differ from
the phonetic and phonological reductions that have already been shown to
play a role in controlling information rate (Aylett & Turk, 2004; Bell et al.,
2003; Gahl & Garnsey, 2004; Pluymaekers, Ernestus, & Baayen, 2005). For
instance, a careful pronunciation of the word math would not sound
anything like mathematics, whereas Johnson’s examples of massively
reduced forms (e.g., pronouncing the word apparently in two syllables)
would all be identical to the unreduced form when pronounced carefully.
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context ci was estimated here as the two words preceding
word w.

Replicating Piantadosi et al., the mean surprisal for long
forms (9.21) was significantly higher than that for short
forms (6.90) (P = .004 by Wilcoxon signed rank test). Of
the 22 pairs, 18 showed higher average surprisal for the
long form than for its shorter counterpart. A linear regres-
sion (with unscaled variables) modeling difference in log
frequency between short and long forms as a predictor
for difference in surprisal revealed that the effect held even
when controlling for the fact that short words tend to be
more frequent than long ones. Although there was indeed
an expected significant effect of difference in log frequency
on difference in surprisal (t = !4.67, P < .001), an intercept
of 1.45 (t = 2.76, P = 0.01) indicated that, when there was
no difference in frequency between the forms, the mean
surprisal of long forms was 1.45 higher than that of short
forms.

Fig. 1 shows the difference in average surprisal between
the long and short form of each word pair plotted against
the log corpus count of the pair’s short and long form com-
bined (i.e., the frequency of the pair as a unit). For ease of
reading, only the short form is listed on the plot. The key
feature of the plot is that most pairs fall above the line
drawn at x = 0.

These results demonstrate that the long form of a word
carries more information on average than its shorter coun-
terpart, and that this effect cannot be explained only by a
difference in frequency between short and long forms: pre-
dictiveness of context plays an important role.

4. Behavioral study: methods and results

To test whether participants actively choose short
forms in predictive contexts, we used software developed
by Gibson et al. (2011) for administering surveys on Ama-
zon’s Mechanical Turk to present 58 native English speak-
ers with forced-choice sentence completions in which they
chose between the short and long form of a word pair
based on which sounded more natural. The manipulation
of interest was whether the context was predictive of the
missing final word (supportive-context condition) or
non-predictive (neutral-context condition).

Sample item:

Supportive context: Susan was very bad at algebra, so
she hated. . .
1. math 2. mathematics
Neutral context: Susan introduced herself to me as
someone who loved. . .
1. math 2. mathematics

The order of the answer choices was balanced across par-
ticipants and items. Supportive and neutral contexts were
matched for length. To avoid any biases from common
phrases like ‘‘final exam’’, the key word was never pre-
sented as part of a common phrase. Comprehension ques-
tions were included to ensure that participants were
engaged in the task.

To ensure that our context manipulation was effective,
we presented a separate group of native English speakers
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Fig. 1. Difference in mean surprisal between the long and short form (long–short) plotted against log combined corpus count of short and long. The pairs
above the line at x = 0 show the expected effect whereby long-form surprisal is greater than short-form surprisal.
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(n = 80) with the same sentence preambles and asked them
to supply a word of their choosing to complete the sen-
tence. For supportive contexts, the target word (either
the short or long form) was chosen 52.4% of the time com-
pared to just 1.6% of the time for neutral sentences. The ef-
fect of context on whether the word from the target pair
was supplied was highly significant by a mixed-effect lo-
gistic regression with item and participant slopes and
intercepts (b = 5.22, z = 13.09, P < 10!15).

In the critical experiment, in supportive contexts, the
short form was chosen more often (67%) than in neutral
contexts (56%). This effect of context on choice of form
was significant when compared to the overall mean by a
mixed-effect logistic regression (Baayen, Davidson, &
Bates, 2008; Gelman & Hill, 2007) with item and partici-
pant slopes and intercepts (b = .75, z = 3.65, P < .001). There
was also a significant baseline preference for the short
form independent of context (b = .77, z = 2.76, P < .01).
The context dependence of choice of form suggests that
the correlation between word length and informativeness
is likely influenced by language production phenomena,
where users actively prefer to convey meanings with short
forms when the meanings are contextually predictable,
even when controlling for syntactic category and meaning.

Fig. 2 shows the proportion of trials for which the long
form of a word was selected in supportive contexts sub-
tracted from the proportion of trials for which the long form
was chosen in neutral contexts. As expected, the words
tend to cluster above 0, which indicates that the long form
of a word is chosen more often in neutral contexts.

We conclude that speakers actively select shorter word
forms in more predictive contexts and longer forms in less
predictive contexts.

5. Discussion

We have shown that the information/word length effect
holds for pairs of near synonyms that vary in length. The
corpus analysis revealed that short forms in almost all in-
stances have significantly lower information content than
long forms. The word-choice experiment further showed
that speakers are more likely to choose a short form in a
supportive context than in a neutral context. We therefore
conclude that, just as phonetic and syntactic factors can be
used to manipulate information rate, so too can content
words.

By looking at the same phenomenon (word shortening)
in both a quantitative corpus analysis and a behavioral
experiment with human participants, we have untied
two disparate approaches to measuring linguistic context.
Our corpus study relied on a precise notion of context:
two words immediately preceding the target word.
Although this measure of information is a rather impover-
ished substitute for the rich real-world context that deter-
mines a word’s surprisal, it has the advantage of being
precise and easily quantified. Moreover, n-gram surprisal
measures have repeatedly been shown to perform well in
predicting many real-world linguistic phenomena like syl-
lable duration (Aylett & Turk, 2006), phonological
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reduction (Jurafsky, Bell, Gregory, & Raymond, 2000), and
word length (Piantadosi et al., 2011). N-grams also serve
as an adequate surrogate for real-world context in a wide
array of natural language engineering tasks (Jurafsky &
Martin, 2009).

That said, n-gram measures of surprisal ignore the
semantic and pragmatic cues that play a role in the inter-
pretation of real-world linguistic context. Our behavioral
study used an alternative notion of linguistic context in
which a context c is deemed either ‘‘neutral’’ or ‘‘support-
ive’’ for a given word w based on whether speakers
routinely supply word w after context c. Thus, for the
behavioral study, whether or not a context was supportive
was usually a product of salient semantic and pragmatic
factors. The fact that our results generalized across both
the precise n-gram notion of context as well as the fuzzier
but more intuitive notion of context in the behavioral
study is evidence that the relationship between word
length and information content is not merely an artifact
of using simplified n-gram-based measures of surprisal.

Moreover, these results suggest that considerations of
word length and predictability form part of a speaker’s
knowledge of language. An important outstanding ques-
tion concerns the level of abstraction at which this knowl-
edge exists. It is possible that the corpus results presented
here arise from learned preferences for each specific short-
ened form in predictive contexts and for each longer form
in non-predictive contexts. Indeed, previous work
(Fedzechkina, Jaeger & Newport, 2011) has suggested that
acquisition of communicatively optimal forms is easier
than acquisition of less efficient forms. One way that this
process could work would be for the short form to be
preferentially learned in certain highly predictive contexts
(final exam, football ref, etc.). But the behavioral experiment
rules out this scenario in general since the sentences
avoided these types of fixed phrases and presented partic-
ipants with what were likely novel contexts. Thus, the
behavioral results suggest that the corpus results (both
the ones presented here and the ones reported by
Piantadosi et al. (2011)) arise because of an abstract
association between word length and information. Such
association is most plausibly due to speakers preferentially
varying word length on-line during production. These
results thus add to a growing body of work showing that
speakers actively control information rate.

Additionally, our behavioral findings provide evidence
against recent claims by Ferrer i Cancho and Moscoso del
Prado Martín (2011), who argue that the observed correla-
tion between word length and information content in
lexical systems may not be meaningful, because such a
correlation would also be found in random typing, which
is not communicative. First, it should be noted that their
observation cannot explain the primary finding of
Piantadosi et al. (2011), that word length is better
predicted from information content than from frequency
since those two measures coincide for random typing
models. Second, the present behavioral findings highlight
the meaningfulness of Piantadosi et al.’s (2011) results. In
particular, speakers’ tendency to vary their word choice
based on in-context predictability is not explainable by

random typing. Instead, the system behaves as UID pre-
dicts: speakers appear to have internalized predictive
models of language and thus vary word length, at least
coarsely, to keep the number of bits of information com-
municated per unit time relatively constant (Aylett & Turk,
2004; Frank & Jaeger, 2008; Genzel & Charniak, 2002; Jae-
ger, 2006, 2010; Levy & Jaeger, 2007; van Son & Pols, 2003).
This predictive model fits with Piantadosi et al.’s explana-
tion for word length patterns and is not compatible with
Ferrer i Cancho and Moscoso del Prado Martin’s baseline
statistical model, which makes no predictions about how
context should affect speaker choice.

This line of research may also have implications for
understanding certain types of lexical change. Specifically,
if a word’s surprisal decreases, one should expect that
word to shorten over time. This hypothesis accords with
long-held intuitions about language change: ‘‘[Shortened
forms] originate as terms of a special group, in the inti-
macy of a milieu where a hint is sufficient to indicate the
whole’’ (Marchand, 1966). Information theory provides a
way to formalize this intuition. In future work, it may be
possible to model and even predict lexical change based
on changes in surprisal.

More broadly, these results demonstrate the power of
applying information theory to the study of language. An
information-theoretic framework and model was critical
in formulating the behavioral experiment, and correctly
predicted its outcome. Our results therefore provide fur-
ther evidence that language—and the cognitive systems
that process it—result in part from pressures for efficient
communicative design.
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